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Abstract. The Standard Autonomous File Server (SAFS), which includes both

off-the-shelf hardware and software, uses an improved automated file transfer

process to provide a quicker, more reliable, prioritized file distribution lbr

customers of near real-time data without interfering with the assets involved in

the acquisition and processing of the data. It operates as a stand-alone solution,

monitoring itself, and providing an automated fail-over process to enhance

reliability.

This paper describes the unique problems and lessons learned both during the

COTS selection and integration into SAFS, and the system's first year of

operation in support of NASA's satellite ground network.

COTS was the key factor in allowing the two-person development team to

deploy systems in less than a year, meeting the required launch schedule. The

SAFS system has been so successful; it is becoming a NASA standard resource,

Leading to its nomination for NASA's Software of the Year Award in 1999,

INTRODUCTION

Deciding to use a commercial off-the-shelf (COTS) product as the basis or

cornerstone of your system software design is a risky business. Among the strongest

fears is the "unknown" component either of the product or the vendor. High among

concerns using COTS products are the following:

• What if the vendor goes out of business or drops the product you've chosen'?

• What if future versions of the product change or eliminate features you were

depending on or around which you built your application?

• What if the product does not operate/function as advertised (and you don't

discover this until you are deep into your development/schedule)?

• What if the product has errors/bugs that the vendor won't/can't correct, or is

willing to correct, but not in time to meet your schedule?

• What if [uture versions won't operate on your platform, or version of the

operating system, or become incompatible with your hardware components or

drivers': (And these new versions contain bug fixes or features you need?)

All of these questions are even more critical if you are considering a new COTS

product or version and you perform all of your initial investigation with a demo or



pre-release version of the product. Just replace the words "future version/product"
with "'the new release" for equally troubling COTS concerns.

PROJECT

This was the situation in which we found ourselves in the summer of 1997, when the

assignment was given to design, develop, deploy, and field-test an autonomous file

server (Standard Autonomous File Server - SAY:S) at National Aeronautics and Space
Administration (NASA) ground stations in time to support the Quick Scatterometer

(QuikSCAT) satellite launch planned in less than one year. This system had to

manage distribution of satellite files to customers of near real-time data without

interfering with the assets involved in the acquisition of the data at the ground
stations, and the processing of the data by the customers. By the Fall of 1997, the

SAFS team of two had budgeted the timeline as shown in Figure 1.

This gave us roughly five months for design and prototyping, three months for

procurement and development, and three months for shipping and personally
installing systems at NASA Goddard Space Flight Center in Greenbelt, Maryland;
NASA Wallops Flight Facility (WFF) at Wallops Island, Virginia; Poker Flat

Research Range in Fairbanks, Alaska; and the new satellite tracking station in
Svalbard, Norway.
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Fig. 1. SAFS Project Timeline for QuikSCAT

DESIGN

We designed a system that would allow the SAFS to operate as a stand-alone solution,
monitoring itself, and providing an automated fail-over process for enhanced

reliability. Soon after the initial assignment, we began a search and evaluation
process for COTS products, not only to help meet the schedule, but also because it is

NASA's policy to use COTS software and hardware products wherever possible to

save time and money, as well as to re-use government-developed products in the most



National

AB ron_ulLc._ arc

Space
AcJminl$trallcn

NASA Scientific and Technical Document

Availability Authorization (DAA)

-tTLE

The Standard Autonomous File Server, a
Customized, Off-the-Shelf Success Story

AL;THCR(S)

Susan K. Semancik, NASA/GSFC Real Time

Software Engineering Branch
Annette M. Conger, Computer Sciences

Corporation

r

ORIGINATING NASA ORGANIZATION PERFORMING ORGANIZATION (If different)

GSFCrWFF Code 584.W

CCNTRACT/GFIANT/INTSF_AGSF.CY/PROJECT NUMeEP,{S) DOCUMENT NUM_EN(S) DOCUMENT,06/13/01 DATE

I The ln_rna',ional Conference onCOTS-Based Software

I Systems/Orlando, FL/Feb. 4-6, 2002
I

II. SECURITY CLASSIFICATION

CHECK ONE (One of fl_e five t_oxes denoting Secudly Class/tic, at/on must be attacked.)

[] SECRET [] SECRET RD [] CCNFIOENT:AL [] CONFIDENT,ALI::tD _ UNCLASS,F,EC

I-1 ,TARFI

[] TRADE SECAET

_r Sg{R

] C,O!=YRIGHTE D

Ill. AVAILABILITY CATEGORY

Export Controlled Document - USML Ca_.ego,'y /CCL Export Control

Classification Number (ECCN) (Documents marked m thi_ block must have the

c_ncurrence/apprc_val of the NASA Headquarters c,r C_nror ExDort Ccnttol A_mlnlstrator (see Sechon Viii).)

Conf:dentlal Commerc!a/Document _check 9_prcfonate box at/eft and indicate below the appropriate limitation and

expiration):

[]
[]
E]
[]
[]
71
[]

U.S. Government aeenclgs and U.S. Government a_emcy contractors only

NASA contractors and U.S. Govg'nme'_! only

U.S. Government agencies only

NASA personr_(_l and NASA ccntra_ors only

NASA personnel onty

AvailaBle onJy with the 8Opmval of Issutng o'icg:

Limited until (date}

F
I =L;,=LICLY Publicly avaiiaDle doc_J,'nenTs must De urc[ass_!g0, may not be export con[rolled, may not canto n tra:e secret or
i [] cor_fidentl#,l comrrerci,..31 d_t&, &no shouia _.ave clearg'_ any applicable paterts a_olioatior_ process.I AVA;LABL5

; IV. DOCUMENT DISCLOg[NGAN INVENTION

IT-4_S_OCUMENT MAY 95 RELEASE_ CN NASA _Q OR CEN-ER PATENT O_ _-ELLECT_JAL p_OPS_TY COunSEL S;G_NATb_- _ATE

Ca,_re)Potent Pending ;"

V, BLANKET RELEASE IOPTIONAL/

] All documerts issued _,_dartDe f_llowing centracVgrant/proie_ number
may De processed as chec_<ed !n Sections II and IL

--] The blanKe_ release autt_orlza_lort grante_l on _date)

] !s RESCINDED - Future documents must have Jn_ivicual evaira#iiity autnonzabons.

] Is MODIFIED - LJmitations for all clccumerls Drocessed in the ST! system under IRe blanket release sncu[d be charged to con'om] :o
clocks Ks checke_ ,n Snarler's II 8r_'_ III.

ii Ul. ,i i

NASA FORM 1676 AL_G g7 PLEASE CONTINUE ON REVERSE SIDE.



I VI. AUTHOR/ORIGINATOR VERIFICATION

'; HA'J-_" c.=-=...._ M NED THAT THIS FUe, L{CATFON:

[ [] Z)CES contain export _orlrc, l:e_l, contl(len,'lal comma, Foal _formation, arcI,'or discloses _n nve'_tior 'or ,vr:cr a ;atent ,_as =sen a:ci eC, anc

me _¢ro{;r ;zte imit",t{on is :neckac_ In Sections HI ard/or ,V,

i _d _CeS NOT contain export, controlleG, confidential comrrerciai irformabo", nor :'ass I ::l;aclese an ;nventtcr 'or wnicr c. pateqt ,has boo,"
a#ol]ect, and may be released aS incI,cmsd alcove.

i ./

:NAME C; A,.;-HOF:VORIGiNA"'Oa i MA L CODE _/ ".({C_ ; _/ __./Q/

! =£rett_ M Ccr_er 1

' VII. PROJECT OFFICER/TECHNICAL MONITOPJ_IVISION CHIEF REVIEW

i J
_P_ROV¢-D PeR D_STRIBL/TION AS MA_KED ON RE'VERSE NO" A'PP = CVE"

_AN_=0,=,O_ECT(:_,CE,ORTEe,.Me,lTD, I_,A.Lco_E IS'eNA}U"E t _ / / _ATE I
/ Arthur F. Obenschain j 5so I _' "/--" _ -7_ C/.,L_/o, i

Vfll, EXPORT COI_'_OL REVIEW/CONFIRMATION J/" I
' _ _u_ I: release Is approve¢t "_ Expon cortroilec141mitatEon is not _£:I ca_ic

,JCML CAT-'GORY NbM_E_ COL ECCN NbMBER I_a OF_ CENTEq EXPORT CONTROL ADMIN:S_F_ (#_.acp#ca_l_,) DA'E _,.,_ ! / | i¢__.,_

! " ' iX. PROGRAM OFF£1_ OR DELEGATED AU_F{I_ _R,_EW'" _- .... ; "

! [_ APPROVED FOR DISTr_IBUT]ON AS MARKE_ ON REVERSE [_ NO"-- _-a,PP_OVE"O

; A
;NAME OF _ROO_AM OFFICE REPRESENTATIVE MA]L CODE $1GNATU._E _ ._ /_ D ,'_E .

X. DISPOSITION

'TNIS =O_,M, WH_.N COMPLETED, _S TO BE SENT TO YOUR CENTEF_ P_J_LICAT]ONS OFFICE i

INSTRUCTIONS FOR COMPLETING THE NASA SCIENTIFIC AND TECHNICAL DOCUMENT AVAILABILITY AUTHORIZATION (DAA) FORM

purpose Th s 0AA era s u_ed to ptescriP'e the availability an_i distribution o1 ell
,'qASA-geneteted ar_lNASA.fun.fled docu_enL% eantaln;ng 6c, entHic _nrl tRcr, nicai
]n_crrrat_on (Jrc!ucllr, g those dis|rP_ute0 vl'_ electronic mee_a SUCh a5 the Wort'_ W!ae
Wee s,t_J CO-ROM)

Requ romania. "he authodcdgmator m_st provlge etthsr a s_,itabl_ _,umnlP.nj
clesc,!;t on (title, ebstr_.¢t, etc.i Or a completed copy of the documor'{ wi_n in s form.

"'hls,, _-,m,_.ts _'r tla'_ad by. th_ document authorZorlgmator ancI that. i'lcltvl_ual, Is
rasps.table for racommen¢ling/¢leh;rminlng xha avallablf,twd_str=buhm_ ot ,he
d;c_.me,"t. The aulEo,'vortgine4or ¢0mplotQs Se_!ons I :hi:Duet" IJl and Vl. Tn8
&u nor/crlghater _ a{_ rsspons_le for0O_lhln_ nf_rrnaT_0r_an= algnalutB m Soclion
V o the axlen Ule document d_acloees sn invent_n (or .hlch patent proteclion has

bean sop ed _ubsequent o com¢letlon of these sections. Iha mHnor!orlglnetor
forwards the docJmenl to tl'_o appropriate P'oje_ Menager,'T¢cnnlca_ Mo_ttor/DMs,on
Chlet (or further rev=ew arcf aporovat rn Section VlI. including a re-review of the
_anned avaHsi_Hlty anal dLst° b_ io_. Once thee approval [o ob_inad, lhc_O_A [s
terws<led "o the hIASA _aa(:lqu_rtor$ or Center Export Aria}his:rater for ¢'omp;etfon
o Sac ion VII It ;a then forwarOsd for compieIton ot Se_on IX to the cognizant
NASA _eaoquarters Program Office or Delcqat¢o Authority. who provides Final
rlav,ew _nO _#proval for release of the docume_l _l_ marked.

When to Use This Form. Documents :¢ntnin=ng ST 3ncl :ntePded 'or presents:lot
or C_= _cal!or' {including vis elecVonlc med_e) muS_ DO appreveci In accordance with
the %ASA 5"T Procedures and Gu de Ines (NPG 2_C0 2) Oo¢.umen_s the,1are to be
CuC sr_ci h :_O "_ASA STI Report Series must Do coor_raleo wllh the appro0r!ate
NASA _o_¢lquerters or Center Scientific aria Technical In er_11on Off co tn
eccorda'_,':=_ w,lh %IPG 2"200.2. Note that lnformaho_ on the Fle_crf DocurrentatJor_

P_c_ Cl altac_eo; isnot to 3e en_recl on the _)AA except !or',life,:Iccument eats,
_:'o cc'_f._c[ R6.'T'_'er.

How to Use this Form. Specff[= g,2#al_nes =or _,ach scdlc.n ct Iris 'orm are Ce_lle¢
DSIOW.

I. _)ocumenttProiect Identification. =r0vlde the ,_tormalien re_s_d. It the
ace;men s c_asatfie:l, prm, i_a tnstea¢l me securlt7 classlf'.cat=or of ths ti(Io an_l
aSst'act, (C:;zss,'iec _n_orma1_r mJsl r,0tDe amerce or th s form}, ',ncluUe=rT'cP
n_mccrs cn the Co,'*rscvGt_nVlmeragency/Prol¢ct Number{s} line. F_rov,:le
_rfOr'_I;Cn on pre?_e_t_tl,',ns or e_ernekly pU0!iSP,_4"I doc_ments =,o applicable.

I Securi_ C _salflcatlon. Enter the a;plic_ble sscur!ty ¢lass_flca:',cn for the
4:C;-B'L 3c,c._me_ts, I classrl1_d,w_ "_e avmlabie ;nly to a_!3"cpna_ y =lears¢

;srsor''elhz'wir,;_i'r_mu _0 k_Tnw.'

ttl. AveilabiliW Cateqow for Uncl_selfLed Documents. Cr_(;c_ the a_pr_,cr_ate

c_te;crl cr care;or e&

Exp_rf Controltod Document, I_ the ¢ccumert S subtsct to ex_ort re_',fl_tonq (sea
NaG 226C 2, ;eta;teen 4. 53}, the e_",rocrtate _estrlct_o_ must bo Ch¢ck',_l. either
!r,t:_._&t;o"ai TrsU'C n Arms _egu arlene (I-AR} or Ex_od aominJstr._tlcn _.tegulatlcrB
F.A_;, and Ire 3¢¢r_#r_ats _n_te¢ States MurP_IcnS LiSt [_,SML5 Cata_.pry or

Ccn,m_rce Con,:r_ _Let CCC..-L Ex:o,'I, Corlrol C;aSSFFCaUOn NumDer (=CCN) must :e
c ls_

Confidential Comm¢r¢lal Document., (Documents corsMInin9 Tt=($e Secrets,
9BIB document& and/or Col_yr/gt_fed InlormatlonJ. Check the 8#_11:._=_¢ ¢Ox [see
NPG 2200,2 psragra'_h 4,._.7). Whe _, any ;! :haas boxes are cnecxed, also indicate
the eppropr_Bt_ _imllahOm ._nG _xp!rzIIon In the List tO ,.he right of thu_;,e r1_S[t_C[Ion_.
These ilmitat;,ons refer to tPe usergrou=s aumorlzad to obtain the document. -he

tint:odor5 apply Dot," to the In_Ua dlatr,buI on of the _ccumsnts snci the _&nOllng of
requests for the d_,cum, enL_. The tlml_tlora will appear on and apply to "oDro0ucaO
cogiea of _e _iocu,"hr:rtL Documents In_ted :o NASA persorne should ",oi oe made
avs;Jable .'_ onsit_ Ccnlrs_ors, ;t the Av_|e_la Cn!y WFh the A_#r0v(li 01 tSs_Hr'g
Offlce limitation Is chg=_:s_. Lhu NASA Center _r AeroSFece !nfi;rmatton will provlCo

0n_y k;li:_lrogrspnlc pr_ceasing ancl r_o ir;tlal _._14but_cn; CA_I wllJ refer al document
requosts 10 the lss_Ing office.

Publicly Av=if-,t_le Document. Unmstdc_d Dl_r/buflot_ Check this _ox if the
Informotlon ;n the ,loC_Jl'_Cnt may _e made s_,eilah e 1o +.hegenera= ptJ_li,,:w41hout
restnctio'_3 ',Lrrestrtttac 0omestr= an_ nlarr'al]cna[ dfstr butI0n), i' th3 Gocumer't Is
copyr'ghts¢ (sag #aragr;p_ 4.5,T3 _n NPG 2.20_.2), a_sc ci'ecX thu 'CcoyI:gntee"
Pox _n lh a sootier,

IV. Document Dt&cl,_,n This must, =e ,c°m_la:Be, .:wher_ the
document _onra',rs 'nrormat_on that d_sc oses sn Invenhon less N G 2200 2,

[')_raqrapn4.5.91. Wher th _,Uox is c.hecKen. _n ad_;It3_l appropriate sveilebl_t'f
calogo_ must #a :nec<e_ Lse of th_s catogorV n',u_ De approved by NASA
He_c_quarle_ or Center Patent Counsel cr lhc intellect.,alF'ropacy COL.nSel.

V. Blanket Retea_,LQ, g.,t_/_ Comptets thl$Optton&_ section wherever sut_eouer't
ClOCLjmC.r_t$produc,_d JrCer the conttacL gr.'_nt, or _,/_e:l 3r_ TOt::e given the same
ci:;rlbuUop snolor avaiieOi_ty _s ,.laser.bed ,n Sectlcr's !i an¢l Ii. More than ore
conlract r'umber or =I-C,P Nu"'_l_er=nn _C c.qlPre4_. T_l'_ secllo'_ may s so De uses to
ru._cmd Of moc_ ar_ e_er cJ:an_,:et=,elgesu.A!I 0lan,.et releases must be apsro,.ed
bv tr'u P'ooram Office or its designee ant cCncjrre_ w_Ih by iFa O,ffica :f
Merta_e_c"i Systems 3n_ Csc:ht!sa,

V',. Author/Origlnalor Veflll¢_tln.ll. qeq,., red tcr a:l _A.A fcrr-s.

VII, ?_'sject OfflccrPTcchnical M0r_ltor!OIvIqj.On_ChJ err Revernet, The _roicst
err cer/'Te.c'v'rcai Morit_r/A'j1"_r cr Or g_ator D'_islon Chief o" shove mu_t 5;gr, L_nci
_al¢ [he _orm. The o,_.*,_ac._Ce ar_ Ty#cO -a,"r'esho.td _'e entere¢.

VIII, E:_Eg.l.l_e_'lew]ConflrmalJon. ""t_sSec'_,_on!5 _o be comp,et_l by the
author=zeal NA$_ Pe_=qusr, ere =r Ca-to- E,pCrt CO_'V¢I A:lmlqiSl.r3,_t Per al
dccu"_ents

_X, prgqTam Office or Dele_,ted_ A.Jlhorltv RaYi_f,f,Th_S section i_ IO _¢ ccmDIele_
idly:h" _jiy author zeo oHicial r_6re_et_t_g the 'qA.._A -_esaquartsrs =re.am CHics.
Any ._esegatlCn _.,:}e.,NASA Moa0qu3_ers to a NASA Center lr aces"tar, ca w_tll NPCo
2..2.CC.2 SnC_,I_ #e orte'ud here.

X. _. Fo, ,',;A.SA Carter _se,

|
NASA FORM 1676 AuG 97



efficient manner. With our aggressive schedule, we desperately needed a COTS
software product that would provide the reliable, guaranteed file delivery part of our

design, and COTS hardware for speed, reliability, and redundant, hot-swappable

storage.

We were able to pattern part of our software design for automated file handling and
messaging on a system developed at WFF, and concentrated our COTS software

search for a product that would provide a quicker, more reliable, prioritized file
distribution.

We created a prioritized list of features desired in the COTS software product to help

us better evaluate available products:

• Reliable, guaranteed file delivery

• Recovery from point of failure

• Multi-platform support

• Stop-resume transmission control

• Auto-detection of incoming files

• Processing flexibility:

- Multiple distribution points

- Pre-/post- processing capability
- Alternative actions on failed transfers

* File transfer security

• Programmable bandwidth

COTS RESEARCH

We searched the Internet and talked with local experts having experience in similar
areas. But while the Internet was helpful, it did not yield a comprehensive list.

During peer and preliminary design reviews, especially those including people from
other NASA Centers, we gained additional insights and sources to consider. This is

actually how we were pointed in the direction of the product we eventually chose.

The Internet is very useful in gaining detailed information about the products and

vendors under consideration during a COTS search, and in some cases, even getting
demonstration versions of products. It is imperative to obtain demo versions of the

COTS software or loaner COTS hardware whenever possible to be sure features are
as advertised and that the learning curve to use the product will meet your timeline. It

is also important to get references from vendors of the customers that are using their
hardware or software in similar situations. By contacting these sources, you may be

able to find out if they had product or vendor problems and if so, how easily were
they resolved, and if there are any configuration/use limitations with the product

before actually committing any of your resources.



COTS SOFTWARE

At the end of our COTS software product investigation, we had a list of several

products with features similar to those contained in our list. Some had only a few of
our desired features, and others had more capabilities, such as multicasting, which

were not part of our project's requirements. A "lesson learned" that worked very

much in our favor was to select a product appropriately sized for our application, and
a vendor whose size did not inhibit a working relationship with us. This way we did

not pay for more features than we needed. In general, a product with a smaller feature

set is more likely to be less complex for the vendor to maintain, thus giving faster
responses to bug fixes. Also, if the product is closely aligned with your project's

requirements, the enhancements you suggest may fit into the vendor's development
plan, also resulting in faster upgrades.

Our development process started with a demo copy of the COTS software product
that best matched our requirements. We followed on-line vendor tutorials and

documentation to gain a good foundation in the use of the product. By this simple
approach (which some developers skip to save time, but which usually results in lost

time due to false starts and lack of overall understanding of the product's
capabilities), we gained insight about how to best incorporate the product into our

design. During this initial period, we developed a working relationship with the
vendor as he responded to our inquiries for clarifications about more complex

procedures, especially involving fail-over strategies. The vendor's willingness to
assist us and to extend our trial period while we determined how well the product fit

with our requirements, were both good indicators of the level of support we could
expect after purchasing the product.

During this trial period, we were able to demonstrate the ease of integration of the

COTS software product with the re-used software scripts and the COTS software

processing flexibility. We purchased different hardware versions of the COTS
software product in order to simulate in a lab how the product would work on various

customer's platforms, as well as to model the field operational environment. What we
learned from this prototyping was passed on to project customers, helping them to

reduce their learning curve with the product, and making them a more willing partner
in our development effort. We also encouraged them to purchase vendor support as
we did, because of the time and sanity it could save.

To accommodate those customers who decide not to use this COTS software for file

transfer with the SAFS system, we built in an alternative option to use File Transfer

Protocol /FTP) tbr their file acquisition from the SAFS. Most of our projects'
customers choose to use the COTS software because of the added security, reliability,

and guaranteed delivery that it provides through our system.



COTSHARDWARE

The COTS hardware search concentrated on servers and redundant array of
independent disks (RAID) components that would be robust, reliable, and expandable,

meet our speed requirement, and be maintainable in remote locations. At the time,

our investigations found the fastest server and RAID drive systems were not available

from the same vendor. This led us to a dilemma: we could either get all components
from the same vendor and not meet all our performance requirements, or get the best

components from multiple vendors, and possibly have configuration or compatibility
problems later. After much discussion in peer and pre-design reviews, we were able

to convince any opponents that the latter decision was the best. While this approach
is likely to be more expensive, it gave the results we needed to meet our aggressive

schedule. We did have a few instances in our early development where it was more
difficult to track hardware/configuration problems to the specific component because

of the multiple vendors, but the performance aspects of the system far out-weighed

this difficulty.

The expansion capability of any COTS hardware system and the level of vendor
support needed, both during development and deployment, can heavily influence the

product you choose. The RAID vendor we selected had the fastest and easiest system
to expand, and also used an external personal computer (PC) in their design to free the

server from the RAID monitoring and configuration tasks. With their worldwide

network of support personnel, they could provide a field engineer to accompany us
during field installations to optimally configure our systems, which greatly helped us
in remote locations such as the satellite tracking station in Svalbard, Norway. The

integration of COTS software with the configuration of COTS hardware from

different vendors can be a significant effort. Whenever possible, it is important for

the design/development team to personally perform on-site installation of their
systems. It gives the team concrete knowledge about field configuration of the

system, an appreciation for the operating environment, and an opportunity to develop
a rapport with the staff for future problem resolution.

VENDOR SUPPORT

We found it was crucial to have support/maintenance contracts from both COTS
hardware and software vendors through our development, deployment, and first year

of operation in order to have quick resolution to problems, and to assist in optimally

integrating and configuring the systems. The first year of operation is normally a

"shake-down" period that tests your system to the limit in situations not always
possible to predict or duplicate in a prototyping environment. Under normal

conditions, no operator involvement is needed for the SAFS. Our biggest problem
during operations came from an unexpected source - the operators of an external

system that normally sends data to the SAFS through an automatic process. While we
designed the system well _o handle automated processing, the ever-changing
operational environment at the ground stations (both commercial and NASA) led to

occasional operator errors when they needed to perform manual transfers from their



systems to the S,MzS. This put us in the mode of training new personnel in correct

procedures to follow to avoid problems with options we are using within the

automation part of the COTS software product. We developed an early warning
system that will alert us when such errors are occurring so we can manually correct
them before it causes a system problem while we explore options for an automated
solution.

PROTOTYPING

It is important to prototype your system's hardware and software in a lab setting as
similar to the field environment as possible. Testing should be ongoing while your

design matures in order to improve the design and to identify any problems while you
are still in the development stage, rather than in field-testing, at which stage it may be

too costly or impossible to retrofit a solution. Utilities created to help validate and

verify development efforts should be considered as tools useful for operational
assessments as well. For example, while developing in the lab, we created a display
that visually indicates the file transfers and message interactions of the systems as

they occur. This not only helped us in our development effort, but also was especially
helpful in our project readiness demonstration. It was so indispensable, that it

eventually led to the creation of an automated web site that continually reports on the
operational file transfers and message interactions at both the ground station and

customer levels so all users can track the SAFS performance.

DEVELOPMENT

Using an iterative waterfall methodology, we developed the prototype in stages in the

lab environment, with ongoing integration and testing through the design's maturity.
The initial phase was critical, since we not only learned how to master the intricacies

of the products, but also were successful in prototyping a system to handle file
transfers for single project support. This was the first version released to support the

QuikSCAT project, with Figure 2 illustrating our software configuration.

Fig. 2. SAFS Software Configuration



AfterQuikSCATlaunched,wehadto maintainouroperationalsystemsin thefield
whilewecontinuedworkingonphase2, multipleprojectsupport.Thisinvolved
analysisof bothfeedbackfromourendusersandexpandedrequirementsto handle
moreprojectsdesiringtousetheSAFS.Additionalprojectsmeantnewdeployments
at thesatellitetrackingstationin McMurdo,Antarctica;andat theUniversityof
AlaskainFairbanks,AK;andtheneedforCOTShardware,operatingsystem,and
softwareupgradesandenhancements.Thesecondphaseofourdesignneededamore
robust,genericsystem,witha customizablepriorityschemeto handlemultiple
projects.Afterdiscussingthepossibletechniquesforaccomplishingthiswiththe
COTSsoftwarevendor,heenhancedhisproductby implementinga file priority
parameterthatwouldallowfilesofequalprioritytotransferusingsharedbandwidth,
andfiles of lowerpriorityto suspendtransfersuntil higherpriority transfers
completed.

ENHANCEMENTS

What helped us immensely in being able to handle everything in a timely fashion was
keeping a prototype system in our lab. We used it to test enhancements to the system,

and to configure the COTS hardware upgrades before field installation. Problems
discovered in the lab were easier to resolve because resources were more accessible

and operational systems did not have to be disrupted. Both of the COTS hardware
vendors had the desirable feature of also being able to remotely access their

components for debugproblem resolutions in the field. One desirable feature in a
COTS software product is its ability to perform internal logging. Since the internal

operations of a COTS software product are often hidden from the user, this feature
may be the only way to trace errors or define the point within the product at which

they occur, thereby getting speedier resolution to problems during either the
development or operational periods. Though this can also be a possible source of

some problems. For instance, one problem did not show up until the systems had

been running for about a year. In that time, the quantity of file activity had generated
so many logging files that it was causing system errors and poorer performance. It

was at this point that we learned there were COTS software housekeeping functions

we needed to perform on a regular basis to keep the system operating at an optimum
level.

As a system matures and expands, it is important not to approve all requests for
additional options by customers or new projects that come on line. We tried not to

make concessions that would compromise the performance of the system or would
make the design less generic and more difficult to maintain. We did have to make

some adjustments to handle project file names as well as the SAFS naming scheme
initially developed for QuikSCAT support. These changes were accomplished in a

reasonably short period because our design was flexible and modular in nature.



LESSONSLEARNED

TableI illustratesthelessonswehavelearnedwiththeSAFSprojectandhowthese
lessonsimpactedourdesign,developmentandmaintenanceefforts.

Table1.SAFSLessonsLearned

LESSON IMPACT

Use COTS products and re-use

previously developed internal products.

Create a prioritized list of desired COTS
features.

Talk with local experts having
experience in similar areas.

Conduct frequent peer and design
reviews.

Obtain demonstration versions of COTS

products.

Obtain customer references from
vendors.

Select a product appropriately sized for

your application.

Choose a product closely aligned with

your project's requirements.

Select a vendor whose size will permit a
working relationship.

Use vendor tutorials, documentation,

and vendor contacts during COTS

evaluation period.

Prototype your systems hardware and
software in a lab setting as similar to the

field environment as possible; simulate
how the product will work on various

customer platforms; model the field
operations; develop in stages with

i ongoing integration and testing

Shortens development time.

Focuses the COTS evaluation effort for
a better decision.

Helps to identify additional resources to

explore or re-use; improves the design.

Improves the design; provides early

identification of changes to either the
project requirements or operational
environment.

Assures features are as advertised;

determines if product learning curve

will fit into project timeline; helps
identify configuration/use limitations.

Helps identify previous product,

configuration, or vendor problems, and
how easily they were resolved

Reduces cost, design complexity, and

maintenance of product.

Results in vendor being more likely to
incorporate requested enhancements

into the product, resulting in faster

upgrades.
Improves vendor response time for

requests for clarifications and help with

advanced applications.
Results in time saved by gaining

insight into how best to incorporate the
product into your design; provides

baseline for level of vendor support to

expect after purchase.

Helps to identify problems while still in
the development stage, not in

operations when it may be disruptive or
not possible to retrofit a solution;

provides a more mature design resulting
in fewer problems in the field.



Passpertinentinformationontoyour
customers

Accommodateyourcustomers,where
possible,bybuildinginalternative
options
Don'tapproveallrequestsfor
additionaloptionsbycustomersornew
projectsthatcomeonline.
SelectthebestCOTScomponentsfor
productperformanceevenif theyare
frommultiplevendors.
Considertheexpansioncapabilityof
anyCOTSproduct
Determineif thevendorssupportis
adequateforyourrequirements
Personallyperformon-siteinstallations
wheneverpossible.

Havesupport/maintenancecontractsfor
hardwareandsoftwarethrough
development,deployment,andfirstyear
ofoperation
Create visual representations of system

interactions where possible.

Obtain feedback from end users

Maintain the prototype system after

deployment.

Select COTS products with the ability
to do internal logging

Helps to reduce their learning curve

with the COTS product, and makes

them a more willing partner in the
development effort.

Provides flexibility and modularity to
the design, making the system more

robust and generic.

Avoids compromising the performance

of your system, making it less generic
or more difficult to maintain.

Promotes product performance in lieu

of design simplicity.

Ensures ease of future integration

without redesign.

Enables world-wide on-site personnel

for hardware support in remote sites.

Gives the team concrete knowledge
about the system's field configuration,

an appreciation for the operating
environment, and an opportunity to

develop a rapport with the field staff.

Saves time and your sanity; use support
to optimally configure and integate the

COTS product into your system

Helps during development effort, in

demonstrations of the project's
readiness, and provides a prototype for

an operational utility.

Helps to identify problems early;
provides a more flexible design; gives
an indication of system performance

during operations.

Provides a non-operational test-bed for

enhancements and for configuring
upgrades

Helps trace errors or define the point

within the COTS product in which they
occur; produces speedier resolution to
lroblems.



SUMMARY

In summary,wewereabletomitigatesomeoftherisks/concernswehadwithusing
COTSproductsby consideringa vendor'shistoryandreputationthroughtheir
customer'sfeedback,oursuccesswithtrialversionsonmultipleplatforms,vendor
supportduringevaluationperiods,modulardesign,prototyping,maintenanceand
supportcontracts,frequentcontactswithvendorsandcustomers,peeranddesign
reviews,constanttesting,on-sitesparesfor operationalbackups,andre-useof
successfuloperationalsoftware.Wefoundtheadditionof anoperation'scontractor
assignedto operationalsystemadministrationandmaintenanceresponsibilityhelped
greatlyinallowingtheteamtocompletedevelopmentofphase2. Forthosedesiring
moredetailsabouttheSAFSdesign,development,anddeploymentphases,pleasesee
thepaperatthefollowinglink:www.wff.nasa.gov/-websafs/iafpaper.pdf.

The SAFS project was successfully transitioned to an operations contract this year,
January 2001, which was made easier by the success and reliability already proven by
the SAFS system in support of QuikSCAT and Earth Observing-1 (EO-1) satellite

missions. Our successful integration of COTS products into the SAFS system has
been key to its becoming accepted as a NASA standard resource for file distribution,

and leading to its nomination for NASA's Software of the Year Award in 1999.


